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The Second Half

tidr: We're at Al’s halftime.

Inertia is natural, but here is the problem. Al has beat world champions at chess and Go, surpassed most humans on
SAT and bar exams, and reached gold medal level on 10l and IMO. But the world hasn’t changed much, at least judged
by economics and GDP.

| call this the utility problem, and deem it the most important problem for Al.

Perhaps we will solve the utility problem pretty soon, perhaps not. Either way, the root cause of this problem might be
deceptively simple: our evaluation setups are different from real-world setups in many basic ways. To name two
examples:

« Evaluation “should” run automatically, so typically an agent receives a task input, do things autonomously, then
receive a task reward. But in reality, an agent has to engage with a human throughout the task — you don’t just text
customer service a super long message, wait for 10 minutes, then expect a detailed response to settle everything.
By questioning this setup, new benchmarks are invented to either engage real humans (e.g. Chatbot Arena) or user
simulation (e.g. tau-bench) in the loop.
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« Evaluation “should” run i.i.d. If you have a test set with 500 tasks, you run each task independently, average the
task metrics, and get an overall metric. But in reality, you solve tasks sequentially rather than in parallel. A Google
SWE solves google3 issues increasingly better as she gets more familiar with the repo, but a SWE agent solves
many issues in the same repo without gaining such familiarity. We obviously need long-term memory methods (and
there are), but academia does not have the proper benchmarks to justify the need, or even the proper courage to
question i.i.d. assumption that has been the foundation of machine learning.
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Interactive ReAct: #1WriZi4H (Think while Listening)
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Interactive ReAct: (£ BHHTWIHI B LR, B 8N G, 1EEEE 2 Bing3eml bakse ik,

<user>FIBIEHNEBEMBRIN 109 ETRAMRIIFHELA. .. </user>

<think>FAFEBEERER, BRIE 109 ExWEE, iILEBEW—THEENEER. ..

TETH: 1) APEESFE 2) fEENHE...<interrupted/></think>
<user> (1THf) N7, FEELRSAH 79 EZxHIBMIE? </user>

<think> (&2 RZE) AFRIATHEEMN 7|‘§7E 79 7T,

XM 109 ETER 79 xTD, EHETE 30 =T,

BEEERIA: 1) EERNS 2) BREBEEAMRH...</think>

<assistant>2#9, 79 EE’Jﬁé IEEBIA—T, BHEMW 109 ETEEES..

Pody: AR, REARYE T B D 1 B SR

.</assistant>



Interactive ReAct: 14H1/ 1% (Speak while Thinking)
"8IS R BB N ], IR TR

Uik PR —E 2%m, Agent FEM A B,
%5 ReAct:
<user>{REIANTIEXNEZNE? </user>

* (KIA10FPAYSTER. . ) *
<assistant>&Z3E[E, HHIAITH, </assistant>

Interactive ReAct:

<user>fREFINITIBX TN ERNEG? </user>

<think> (REEBZ£, <0.5s) </think>

<assistant>itHHIA—T, XTEEREESH 79 X=5lE? </assistant> (#1F[EIN)
<think> CRABEZE) </think>

<assistant>2M, XTMELERIE, EAIATH! </assistant> (FREE)
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<user>{RIAIAITIAX TN EZEING? </user>

<think>XE—Fma@, F E?‘EM a)iE, AEBARNBZE</think>
<assistant>itHBIA—T, XTEEREH 79 EmxlB? </assistant>
<think>IEHRANBZE—T, FﬁF‘ﬁﬂEE’JEéE 109 Z7t, MEREET 79 =T,
AP Wi-Fi HEM 800 Mbps [EZT 400 Mbps, {BEEAFPIRAMUEEE<interrupted></think>
<user>EM, H 79 ET</user>

<think>EBRAIATXEEFER, BREFTEEZRE, ARBEFTEBR—GIE</think>
<assistant>ILFHAE—%</assistant>

<think>#4ERE, FRREUNEESS. ..SEEEREIEN,

BRTHREEL, AHEZEBRIA—TEEFER</think>

<assistant>XTEBRFHN, BHRETEHFHIAT, BT Wi-Fi &EE,

LT HMABERSBHRIFAE? </assistant>

<user>gEhy, EHMABERSBRIFALE</user>

<think>FBEERHE, BAIZPLETMATIT</think>

<assistant>K¥IF7T, HEMEMIT! </assistant>




Interactive ReAct: &35 AL H 7= 4]
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<user>iXER Alaska Airlines, Bt ABAIMUERAIIGB? </user>

<think>&Fd7 IVR, BEHEAT, REEHERA—THFPINER</think>
<assistant>HEIT—3KM San Francisco %l Seattle AIHE, Mi&<interrupted></assistant>
<user>fERITEMREA? </user>

<think>ZEMRITET 7 HAE, REFEERAAFPNEAZBH, £ context HEEIE 9 A 1 H</think>
<assistant>9 A 1 HH A, B E</assistant>

<user>ItHRKE—T, 1BHZF</user>

<think>HEMEZEEFTRHIRIE</think>

<assistant><wait></assistant>

<user>[SYSTEM HINT] MAH 10 #M#IZHE ARE T</user>

<think>ZFREEEIEAMYE, FTAE—TF#HE</think>

<assistant>{R&ER|TN3? </assistant>

<user>HAIEET 10 #MY, MEEMARELELN? </user>

<think>XZ2— 1" ER[E#A, AFEEREFEE, ENMEEAFLZNEATELFEHEN</think>
<assistant>EMIERE<interrupted></assistant>

<user>EZFMER NFM? </user>

<think>ZERRITHT 7 HAVE, REFEZHAEMIMEETR</think>

<assistant>&FHt, EMEREMFEEN, ENMBELZHWERTELFHAN</assistant>
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# LLM RAE_E FXHEAIAZET
[THINKING] "B&..." "itFAEAE
[SEARCHING] "ZB1..." "EBEAUIE

# LLM REIBEFIER
[EMO:happy] "X4F7T!
[SPEED:0.8x] "ilIIEKIEISMHERE

# LLM IR IERAE
[STYLE:casual] "MSB%, FEAEI
[STYLE:formal] "f&%F, BEAFEMFA4

# LLM BBSHEE
[BREATH]

[SIGH]
[CLEAR_THROAT]
[LAUGH:small]
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Fk—: J5I%: (Post-training) - RL il Agent 25" 544"
b b RLAEARRCRALT

Ak 2] 2 & Richard Sutton $i5Hi: LLM R A2, WA RELE R iz i

LLM A2 HIEAHE FARR A RL FEARCRAL T HIAR IR -

T 5 2 2 R 1A S - Model-free RL fyJA 53 :

23 f R R — A AR = KM reward 52, M\ observation % >)
" R NRIAT RIS — S * 4 episode {U$ft O(1) bits {55

B EMER: WTEIEE SRR A" " R FE AR 3

SR SR :

. BT RER R A ] 4T IS 45 I E—RITRIE:

X REE R R B SSN IR 2/ 4 0 BER: "BEECNEAFENU"
- £55KK, reward = 0
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RN HIAEASE ] - 1k RL RIS b 55 2

%4 GRPO/DAPO FJ ] 5t
A I

= yJE— prompt &4 % N /Mphia7 rollout

* A rollout MISZREE, AH REHAdLE R

» AMERTLCREE THIRNE, FEAEE IR
2 EA rollout HiTik—AN—ofES (0/1)

(E)-Si5 &

Rollout 1: ERRIHEE SSN - KK

Rollout 2: EARIZRFEZE SSN - kK

Rollout 3: ERIFFEE SSN - KK
. (EEEENATERS)

Pt | SRAR Y Rt
AR B

1. %5 1 Yk rollout: M 544 prompt 5 i,
2. % 2 Yk rollout: JEilG prompt + 45 1 YR ik
3. % N (X rollout: RFHFTA Z HIfA %

RORRTHe -

Rollout 1: ERRIZEZE SSN - kK

Rollout 2: [FIEFTESSN] - HE&IF - I

Rollout 3: [ZIEFEESSN] - HEEIWF - BID
. (HEORARERERL)

FEARRRARTE: B YNGR A T % v B A
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RIFHEARRCRI I RZE () @ X LoRA fikFAEA
MRS 3 A1 2 ) (55
Bol 8 BT TR AR

[ 1. BN SIE 5
"  {£% RL 45/ episode {Z M reward 2%>J (O(1) bits) " PR RS A A
" IREEIR ] LI 60 54+ 5 ) token " M\ episode $2H OWLMIK BE) bits

" XEEENER SR
2. R RAL R ER

I :
=  World Model 2% > S35 34

" OWREREBRITRANPI A~ LoRA adapter: ®  Policy Fi F 13 ) FAF B Py >
= Policy LoRA: })\ reward 2% >] 5RHE

3. I :
= World Model LoRA : i il #4553, il T PR

 AWNGE R R (R EE)
" WS E TR TR ]

IENELZE

L_total L_policy + A * L_world_model



Fk—: ETF32>] (In-context Learning)
Long Context [#if#: Context # ig{Z

RZ Nilh, AT long context, WJ LUEFTA DI s A5 B BELR LEAL B BB . XA context 8 Jj i)™ B iR
itk o

Context A : K& MmIEM 55

Attention AL B SZRE 7 - SEFREM] (ZIRSTHIGRE])
" LRI R DT T A A (A " System Prompt ¥l : T —/NE RN EE BT 3 K

- AR B

" KB RAG, Tl

"SRR, AR - BURGRHEIAN, WTELAE. TR, SR
NS, TS 4 %

" Agent PUTHLIEH & L UAT Xiinity HIEHTIER

v RN A R AR R RE AR . A IREREL I RS reasoning
tokens >3 5 b SCH @IS TR



System Hint: $f[EF0IRA T AL
sRi S FEEE ST, AR B E R A

it % System Hint =2% System Hint

1 FFCRERRENEAEA " [E4#K: TODO list
L WNIHZRE15 B

<system_hint>

TODO List:

- [ 7] call Xfinity customer service

- [ ] Call Xfinity retention department
</system_hint>

<system_hint>

Tool call summary:

- 'phone_call' BiAA 3 &
- Xfinity: 3 X (BALR)

" 2230 102 Py L Pk e b 2
Constraint check: W“{nlﬁ{n:m- H—J‘Iﬁjﬁk\ i‘&ii{iﬁ

- FEEMBIT Xfinity HIE [User Message] [2025-86-25 11:00:207] Hello?
</system_hint>

" IRERRE: THIEAMKE. 4THR
ROR:

<system_hint>
Current directory: /home/ubuntu

. BB OCGhb K BE) B&h O(1) Operating System: Ubuntu 24.04
. B ERMARAEE, TR </system_hint>



Karpathy BiA%%: 202 & Feature A2 Bug
it 4 Agent SN ERT A AT ?

W= TV 2y e Karpathy F sz B 5t il 2%
PRI WA R A R e ARl
»  EHERANCAERE AR TR 1. AZERIEIZHLH -

" ERIEMRKH BT SCE N

| ] 1t e s gy
" AR R H 3hid g8 TR 40 1

" R EHEERL

) 5 - " R RS
" BRIR G AT, AR FREUAR 2. Agent [ iZ R Ak

" EHEFEMERE
" R4 EE R HLI
" AMERERS TR (RniRJE)



EAIEES

]/b {n /T\

3T X "Learning without training: The implicit dynamics of in-context learning” (arxiv:2507.16003)

1% 0 KPR : Transformer HrFENE 1
S NI
R 5% -

= Self-Attention 25 MLP JZ B #EE = A FrR RN,
R BB A X MLP AUER )RRk B T
m 43> attention head Tk —4> rank-1 ¥

MLP_effective = MLP_original + X¥(rank_1_updates)

B R T LLM el £ A I R 17 10 N a8
25 ) Fia

1t prompt

of b SCs N MLP ACER ) KX

In-Context Learning it 7 it

ek BGEIZR BT
WEFEH 23 (gradient) ke (attention)
FrAE KA Y| P51
HHEITA B I &4 i 16 % 3%
SLAVALY: 4 18 (FELHR) P (BAUHERE)

*  LLM 7EHEFRIS S2hR EAESEAT "HRIIZR"
" @Rt T Jgf] few-shot learning Uit A %L
" MBI LR prompt SR B S SR


https://arxiv.org/abs/2507.16003

ICL vs Fine-tuning: FaxR 22 2] W) 5 B 5 & B0

FF 18X "Deeper Insights Without Updates: The Power of In-Context Learning Over Fine-Tuning"
(arxiv:2410.04691)

Bl B kT & Bl iS5 . ICL fEfs bl Fine-tuning B bl B A T X 453K

LI IRT il > “‘;”EZ/FI

 Sem Tt nl SR SN 45 R

Fa A 45 2R A WIRES HERRERTE  FEARR

= B FIRAGRE. AR ICL BT TR
m SCACHERL: RARHMERL (TiiEREAINT)

AR S T Fine-tuning  A7FR¥u T TR
(v EwN ik PERERT EL:

= ICL ARl iR B
= Fine-tuning B il 5 2 £ff e LU= > Kaaasist
= ICLYEOOD (s3fish) Hiif b7 s As g

(6-1) + (6-6) * (-10+1+2+13) = 5


https://arxiv.org/pdf/2410.04691

Circuit Shift #i¢: A4

TR fi AR ICL 5 Fine-tuning {35

H % 4:# (Circuit Shift) MLl
H 4R Circuit?

" R SRR E T N T
" R E AR SR MLP R4
" R P ) SRR A

KRB ICL SHOE R MBI B FR . BIREA ICL B AR
TR AR R T 1

WiERN T (Activation Patching) 4347

" E BRIV E AL R
» B[R A HE S TR
» RBLICL BT 1A R B FL R AR

ICL B E ARG ?

B Re s :

" ICL: "REMSHOBHEREMA . SRR
" i (Fine-tuning) : "EPME(H T LIi iR, ot
s AR

B e -

" ICL MR sl e, MRS 1A AN ] (1 T S L i
* Fine-tuning BARE IS4, EAERRRAULS L HEERHRE
/N

" XAERE T O ICL AETL R S8 R S DL T RERUS B LA R



HiE= AMERMb a2 2] (Externalized Learning)
RAG A8 BLFEAB AR 2051/ 35 470 1 S R

e . S H- IR » y \Y > 2y »
S R A VAL ) = Xfinity (RN HER AR R
st SRR 100 A5E1, A48 90 MR ML, 10 A it MR 3AILEG]: BEZEN John SREME, EA
LELUE YA G Sarah 3L, U Mike A A2 32 {2
P TRRNE Y IS RiNiE e {= Al L7 TR bt T s R e LS E
RAG Hi.5% [ 5 - RAG Hi:5% ) PH 85 -

" BARENE S UE AR = PRt 5B IESHIE > KR E R B
= Top-k=20 H gk 2k 4l = RAPZEG A C > HEREED
= ETASERHAHER > MIRGIE
IEHEOE -
LA
TRGIREMN: "Xfinity MBRERTEREATELE,
= = 9 0 10%)" HApBRL A& 54"
TRSCiRMR: "4 100 RuE: 90 REIM(90%), 10 REIHE(10%) AR

- —RIRENTIRSERSIT



INIRAR 2T s EBFIRTR S vs EN{E B HER

S H AR IR AR S 5 PR

3.1 41iH)%E (Knowledge Base)

B0 B A8 B BN B SRS

"o AR A IR SR 0 E

" RNFENBTRIRESE B 451k
" o 100 ARG SRR N SR

"o B ANERA RN B

" e LHIEAL WE. AR R

3.2 T.H4 )k (Tool Generation)
Lo SRR B AR B AR

o PG PERIE RS

o BPEONTTRBPTRI TR (fURS)
« Agent jlid 1) i T HSCEL A F kil
* MIR/ANBIUE LEIFR K B R
TRIKFTE . AT A RIEE S HIT



3.1 SRR )% - %Uﬁﬁﬁjﬁ%%ﬁ EEHE AR
SRERJFIN . YE RIS, PRI
It A H B IR =A R

HPRPRERIE TR RE ST L. Gt RE:
[RAG I : = A 100 A pharZEfi] > "90% B, 10% F"
10:00 FT Xfinity HIE (TiEMKE) RS EBE, BERENR

10:30 ] Xfinity EBIE (F5#ESR])

11:00 FT Xfinity EBIE (XRFIEM) 2. HR A -

TRl REFBRWNBRITIRE

\ W OCRBKE) iR coken o ST > BRI AR T 3
- BHWE, BAER L€ SEE e SN SRS
IRIEE: System Hint "B3T Xfinity HiE 3 )R, BXLR" 3. EUkAb4i4H (RAPTOR/GraphRAG) :

- BAS: 0(1) RUMEIE token
- IBMRFIRS, HREES o
* RAPTOR: FIRJE IR 2

Bbgs: BABANES (LM HEFF RS " GraphRAG: SifRCR M



FRFRER LA IR AR 200 B 45 H KR
KR K0 2 P s IR 2% e

MRS S 2 Agentic & & :
"HEE A A B LREITHRAE: »  Agent [ R 5G]
1. IESMH (T8RS + JFMEssE + FEHRFEDNA) n EE E + BM25 R AR
i:ii%fff£i§i§?ﬁﬂ’ R TR

EFSORARE

Mgk 4%  (Advanced JSON Cards)
" A FR R BRI B SCETR

{ NN .

a " . IN= ST P4 ok
category': "business_process', ZIK%;E ﬁ AR EIELT{M%LU -
S v ~ R R R
service": "BA/EIEIT",

auth_required": ["order_number"', "email', "last_4_cc'] Agentic i{#%éfﬁﬁdlﬁ
success_rate'": 0.85,

avg_duration': "3-5 days", . q JEYIEEN sl
read_file : 3EHUE4Y

backstory': "ETF 23 REINEFIELE B BB A
) " grep : FEHHRER KHETA

»  find : HSCHRABOBIT AT



Contextual Retrieval: 3T} RAG Bts =45 B

LT Anthropic f Contextual Retrieval

Bl : 258 RAG 7EYI 7 I & R R BT, SERZR T

Contextual Embeddings & Contextual BM25 e
* 7E embedding F€3d BM25 % 5[ Hj, %4 chunk FRINE:E R P hunks)
o 2R O U3 top-20 chunks) :
WRRERE 1T RARICHEEAR (top
/—‘l—‘_\‘ fﬁﬂ%fﬁ% = /Y Contextual Embeddings: 4 35%
= Contextual Embeddings + BM25: 149%
original = The company's revenue grew by 3% = + Reranking: 167%
over the previous quarter.
contextual = This chunk is from an SEC filing REEHLSS:
on ACME corp's Q2 2023; previous . . .
quarter revenue was $314M. L GREESCRS BRI A4 chunk #RERGE B Ok H TR EL
The company's revenue grew by 3%... 2. IREKEMULED: BM25 AN L E 415 58004
J T 3. B HEEE TR . embedding AR HERHAN & X
ST :
* ffif] Claude H 34 a4~ chunk i) | F3C (50-100 tokens) Bk 4H 4 Contextual Embeddings + Contextual BM25 +

Reranking + Top-20 chunks


https://www.anthropic.com/news/contextual-retrieval

55T LLM WA lb R R gl - #5048 i kiR 2

1% 5 IR B R 1 ) FT LLM M R HU AR
o SRR AL RRIRIT L 50 R . SE A > FER
. B 5 B HTETER 4R A o R R i

» Transformer NMEKICIZKREF LAY, K&
HMTi & S ERIE
n FEE R AR - LLM 3RS
= MABRES AT E s % B st
= IEE R IR I AR
(RRAZL
n PR R AAER TR, B R AT

AR B AT B AN
= SRR 20 PN R A S R Y

o A0iR%E: LLM ] LUK ST A o ml 7 e A



AMEERTRE (RAG)

= R EASCHREEE ) LLM @i "Think
step by step” { Prompt k5] 58

» PR R EFIZE, HERIA . m LR
SMNIE N Z TR S AS . JF Hagid Rl
PA&E 17l know-how, #h R i

m R RCRARA TR R HY precision il
recall. RZIHE, A4 BBl UK
AN ZAEE LIS Ok o HeAh, RAG $2IE J
B BRI, ®Ma PR o

% vs. N B IFEE

M B EE ) (Long Context)

w R A SRR B SCRI B RE 1)
PR

R un Bl ik, SR BRE .

 GRR HETRAR R . BEE R R HA
KETE, DREZ AT I know-how,
WA T5 R BN T



Fine-tuning vs RAG: J{R N J7 1) SZIEXT

F:F£ X "Fine-Tuning or Retrieval? Comparing Knowledge Injection in LLMs" (EMNLP 2024)

COBIAZLIRSE: RAG MU AR, g 1l RE R A RIS £ 58 6]

TESCIA ) b S5 RAG L #5475

* BT IRERIA (Unsupervised Fine-tuning) 5 RAG = TREMERR SRR

" JEEEASIR (Existing Knowledge) FI4 AR (New = LI B AR
Knowledge) &b =T S G

K &I TR Bk

1. RAG #{A R E AR w Bl 0 B R M DU RO N 8
= FEACH E A FR AR O TR = TRESPRRER R RN 2 R R
" ARG EME = ARERZ AR R A RE

2. ORI R R e RS
" LLMs i Jo B i 2 >0 3 3 Sk A7 B A 7 TR v i RAG FIFAINE N
" REE S S AR R R AR ) = IFEROE, TR SRR

3. BuHkHnE = EBRIEE T RURKANE

n FEYNZRrP BRI R SRR IE
" A E TR RO R T i


https://aclanthology.org/2024.emnlp-main.15.pdf

3 2 _:E\Q ik (Tool Generation) - ik Agent H #3:1b

e/ NUE S

B (U A DL (Webftap)
BRI B 2R AR
o TR B R Y

ROR: GAIA ZEHENIA

» Pass@1:75.15%
» Pass@3: 87.27%
= B2 E R Agent RSE

i K H AL
AN YR
1. BEAIE T H: AREES FHRE B TH

2. gefisess: S O TRATERE
3. U H A R E AR b T &2 AL

Model Context Protocols (MCPs):

mcp = agent.generate_protocol(task)
result = agent.execute_with_mcp(mcp)

agent.store_successful _pattern(mcp)


https://arxiv.org/abs/2505.20286

T HHEA LBk : MCP-Zero 3 T HEI

FETF 18 MCP-Zero: Active Tool Discovery for Autonomous LLM Agents

T HERERIER b8
HMEHk R : MCP A4 308 MRS 48, 2,797 A T.H
(EEWIRrIE R

. AE N GitHub MCP 26/ T. 25 4,600 tokens
ST HAEFEE 248k tokens - Context J#4E

" SRR R TYINAREEE, TS
v PO B R GRS M+ AT

WA IR : Agent & hwiah i feas . MIET A IE

MCP-Zero: #5153
BB ik Agent EFRBIGE B0, #HFFIER TH
=y K E

1. £z THIER: Agent/E LK

server: github
tool: search repos

2. SrJRETE S SEIR S Ay . FRICAC TR
3. AR YR AT A L B T R A

SRR -

= APIBank jljiz,: 98% token 743
" A 3000 AT H A HERERE, ORFRE R
" THARMEKEMEERE


https://arxiv.org/pdf/2506.01056

Agent HahA )k THZH] 1: Computer Use &'fE RPA

Computer Use [ [ 1% &4 RPA B JE %
" R BT ER LLM B, iR n EEP BT E A, R N 2K
AR BIREREAE— B SR ) LLM Y n ) AL R, Bz FARARIEEE

HEE: ik LLM B 3Pk E i R e 45—~ "R RPA" T H..



FEE RPA: HoRSZHIAHT

MR PP 51 A il RPA ARAS IO Pk
ZRBARN L

L. ARARIERS 1. BaETTR e
" TR E SR " fiEAICER ID/XPath AR
[ RE AR R ORI ® Playwright [ 3lif i Hi2E {k
2. ZhE A 2. LLM Z#r Ak
v PR R AR A w YU E AR vs BhAS S
"l PR E AL " REOT E SRR
3. W B2 LA A 3. RO T
" BN A [ m TN S S e RS

" ARG IEAL P " ERESETR W A
= ERFA S LLM #E



HHE RPA HIRER

AL RSO D) JBI2: BMITHLE (240 )
= fRgg )y 47 7, 9 LLM i i = {25550 19 438, 240 LLM J
= Ji#JE: 10 £, 2 LLM J/ + 1 RPA = I 4 5h4h, 25 LLM JE /i + 4 RPA

Bt FANTIFEA, A3, HAETER uiso et B A o TR L& AL .



Agent HZIER T HZEH] 2: Agent H AT AT AT YiLiL
Ptk Agent HUiTIE H Agent [ TR (LU 5

SR T Bk 402 L ; )
ik TP Agent IFITIES (trajectory) L pohubl: Wi AT A 1 351 Agent
FEWEE . P

[ %ﬁg*¥‘lﬂf Agent E]/‘]I_/E\“ sub_agent %q:%g*ﬁlé , 1. %’ﬁ%iﬁ%ﬂ Agent ﬁ*ﬁ%m& H %E@*ﬁﬁ
4R T ELA sub-agent #5457 [l it S50k 20 T B 2. BENASURNTARAG: 25T R AR BT B i AT AR

3R WL AR, EL7EA T s 5%

HiSE R B agent PUTHIBRF W AILEY . T
FEAE R B M. HCERE R IT &k LLM I AT
R LR E 8T, DUEREE.

Y AT T 5 AT ARG T BN R, HHE D
FME A AT RE R H A

- B AIRAAAAS : F R L S A T IR, A

AT AT RS2 75 RE IEBRARAT BT A H S8R (&
SAMEE) . FFH Vision LLM 462 Al AL ROR K
AFE P

4. PREHTEE AT A0S B 3l R



Agent H AR T HZE 3: A= A% NS E 312 W
élzﬁ% c I Pk A% Agent HIMbLIZ Witz

i) s o PRI M : iR Agent $hAT IR H S H AR A
w EEIAR R A ) DL R R PR E
" DEEMIREA S XL HE regression test case ([l AR
R BIRA R 1. Agent HUTFEHE S

TAEHLE: A= PR55EE Agent $hATii e H &+ B 3l Triage 73,
A e T R AR 3 A 491

" ARG PRD G dRICE) . A3 Agent
AT IR A 5 UM

2. PR A A

= 34 Regression Test Case
" HRAEEE S A EEIN

3. TAETBIE:

= A3zh4)EE Scrum Work Item
= A EHER. EmTEE. #UEE TR



NG MR IIZRE] B0 2 BRI AL 2

B —: J5I4 (Post-training) iR EF3%3 (In-context
Learning)

&8 SFT 1212 RL iZ1k

= SET: [HLAEst S, HARCER HLi%E: Context # 212

S LBty SR i o AR BATIHERLS . %0 RAG
" Phlk: RL AR AL (0(1) bits/episode) R aUEAE > RS

W= 4pEBIL2: S (Externalized Learning)

3.1 &1i)% (Knowledge Base) 3.2 T.EH4 5 (Tool Generation)

Pori: WAL, e . TaE

DU MRERZITERIRE, SIIREEETR, W BN RN 45
B o/ NHUE S+ ok A b (Alita)

J5 % Contextual Retrieval, RAPTOR #}7¥ 544



Scaling Law: M7iil|Z:%] RL

"We want Al agents that can discover like we can, not which contain what we have discovered. Building in our discoveries only makes it harder
to see how the discovering process can be done." — Rich Sutton, The Bitter Lesson

S—Br B FE T T — token HTIIZR (Pre- L P 10 i e P PU RS B 1 S R i =R |

training) %% (RL-based post-training)
Bl RARVEREREE TR IR A SO I SR R Y *  Agent ibMBATRIR TN F >, THRRENS T a5
i v P AR T " REMXR:
S 5521 s el 28 - Y Nl i e X = i 0 | E2 s S i w NI SRS BT S ME
ElEhig S SR " G RERR, XS IT, fEATER A
" ORROBAR AL BRI 24 0h, TR AR ERSHA " YRR s, BRI,
W, v U A RIS, AR HI R 5 R AT R RN A
" U SEER T A IE AR RE T 3], X% Scaling Law )55 — i £&.

" i AR AR A A — AR BT 2 .
Scaling Law & 2| Y )ffis5i: Transformer [ #fic /2R FR

» Transformer ZEMAEKAE . AT SEHIC IO EHTX 2 5 A BARAIANTIE B
" SRATICICA S FELIRAE BIRE . BRARARETE GG 75 01 A SR 4 R ELBIAER %) . Bk Scaling Law [ H K RS o


https://www.cs.utexas.edu/~eunsol/courses/data/bitter_lesson.pdf

—] s —Ja > . L N M) EI__" °
RKZ P& AMERb = > 4 %E Scaling Law
[ "The two methods that seem to scale arbitrarily ... are search and learning." — Rich Sutton, The Bitter Lesson

TR : AN 2R > GE4)k Scaling Law:  WyfidE F 77 10

LLM K 31 3 S0 R 45 il
R T
L 100 AN ST Z2 IR H"90% vs 10%" B Sk HHR B Search (i%):
" RUAZAEE S : h R ARG AN TR R %
A ARSI XY R A L RIS B R A R A
. ML)
= SOTA LLM K3E£5ML20 14 25 o 55 Ha A SR Learning ()

* LLM RHUHT R AU % %K . e LLM = TR 208 LK
= Summarization J& LLM B A5TE BB £ 45 NLP {5451
RAGVE 8 AR R R
" LLM B 205 s A A itk A0S
RS =SB RR  REE. WTERIE. TTAHE
" AR A B TR A

" Xf R LLM RS 5 ARG AR A AE
" OB A AR AR T A


https://www.cs.utexas.edu/~eunsol/courses/data/bitter_lesson.pdf

Pine Al

HATIEAE T FR AN SOTA autonomous Al Agent (K44 TFEI .

Bl TR 3
(R PSS UL IER DAY e -2 s RTE ST W



Hm\ Pine Al phj 2K

@ 1. A A AL g < 4. Mg LLM )34
" 80%+ AUhGiE T AHUEE T8 ik " TR IR RE AR
» RIS : ATHEFBIT 2 /NS R RE & = BIY LLM B IER T
" NERRGE AT ALy * REESER BTN
™ 2. P B A ] F 5. fEDAE B {5 O
= "Talk is cheap, show me the code" = B3R SOTA K 3F
" BCRZRR TR B A A R E IR PNEE LIRS
" HPEEE AL EE R " WS A K
L3 LA TR RE @ AR Ay
" SEE A SR ‘ ‘ .
o iF AT AR R A R ﬁﬁ*@%ﬁﬁ%ﬁﬁ%ﬁﬂ‘ﬁﬁ\ MG 27 3] ) Agent, EHIE AP
. BB TR PRI, ik

Pine AI - Building Agents That Get Things Done

mail -s "Join Pine AI" -A /path/to/your_resume.pdf boj@l9pine.ai



Agent iR S = LI SHERE, W&l

"The biggest lesson that can be read from 70 years of Al research is that general methods that leverage computation are ultimately the most
effective, and by a large margin."
— Rich Sutton, The Bitter Lesson
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https://www.cs.utexas.edu/~eunsol/courses/data/bitter_lesson.pdf
https://sli.dev/

